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Exercise 1. Reproduce the plots shown in Figure 1 (from the book by CM
Bishop (Springer Series), p.157-158). Consider a target variable t given by a
deterministic function y(x,w) depending on input x and parameters w with
additive Gaussian noise so that

t = y(x,w) + ε ,

where ε is a zero mean Gaussian random variable with precision parameter
β. This can also be written as

p(t|x,w, β) = N (t|y(x,w), β−1) .

Choosing a Gaussian prior

p(w|α) = N (w|0, α−1I)

the predictive distribution is also Gaussian and given by

p(t|x, t,X, α, β) = N (t|mT
Nφ(x), σ

2
N(x))

with mean
mN = βSNΦT t

and variance

σ2
N(x) =

1

β
+ φ(x)TSNφ(x) ,

where the matrix SN is defined as

S−1
N = αI + βΦTΦ ,

the vector of basis functions given by

φ(xn) = (φ0(xn), φ1(xn), · · · , φM−1(xn))
T ,

the matrix of basis functions given by

Φ =


φ0(x1) φ1(x1) · · · φM−1(x1)
φ0(x2) φ1(x2) · · · φM−1(x2)

...
...

. . .
...

φ0(xN) φ1(xN) · · · φM−1(xN)

 ,
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with the vectors of input training data X = {x1, . . . ,xn} and corresponding
output training values t = {t1, . . . , tn}, and the value t to be predicted for a
new input x.

Generate synthetic data from

f(x) = sin(2πx)− cos(πx)

where x ∈ [0, 1] (i.e. the inputs xn are one-dimensional and randomly drawn
from a uniform distribution over the interval [0, 1]) and add Gaussian noise
with some standard deviation β−1/2 (try out different values) to the data
points generated. Explore data sets of various size, e.g. N = 2, N = 4,
N = 10 and N = 100. Plot an analog to Figure 1 by computing the predic-
tive distribution for different data samples using the recipe above and then
describe and interpret it thoroughly. Consider a model consisting of 1 con-
stant function φ0 and 8 Gaussian basis functions (thus M is 9-dimensional)
of the form

φj(x) = exp

{
−(x− µj)

2

2s2

}
with identical width s and means µj equally distributed between 0 and 1.

7 points

Exercise 2. Draw samples from the posterior distribution over w and then
plot the corresponding functions y(x,w) analog to those shown in Figure 2 for
your solutions obtained in the previous exercise. The posterior distribution
is given by

p(w|t) = N (w|mN ,SN).

To sample from this multivariate Gaussian distribution, apply the technique
learned in one of the previous problem sheets. Describe and interpret these
plots thoroughly.

3 points
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Figure 1: Predictive distribution for a model comprising a linear combina-
tionq of Gaussian basis functions using data generated by a sinusoid. For
each plot, the red curve shows the mean of the corresponding Gaussian pre-
dictive distribution, and the red shaded region spans one standard deviation
either side of the mean.

Figure 2: Plots of the function y(x,w) using samples from the posterior
distributions over w corresponding to the plots in Figure 1.


