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Exercise 1. Verify the relation

dσ

da
= σ(1− σ)

for the derivative of the logistic sigmoid function defined by

σ(a) =
1

1 + exp(−a)
.

2 points

Exercise 2. We consider the problem of two-class classification. The pos-
terior probability of class C1 can be written as a logistic sigmoid acting on
a linear function of the feature vector φ so that p(C1|φ) = y(φ) = σ(wTφ)
with p(C2|φ) = 1− p(C1|φ) and weights w.

For a data set {φn, tn}, where tn ∈ {0, 1} and φn = φ(xn) with n =
1, · · · , N , the likelihood function can be written

p(t|w) =
N∏

n=1

ytnn {1− yn}1−tn

where t = (t1, · · · , tN)T and yn = p(C1|φn). By taking the negative logarithm
of the likelihood, the error function can be defined as

E(w) = − ln p(t|w) = −
N∑

n=1

{tn ln yn + (1− tn) ln(1− yn)}.

By making use of the expression for the derivative of the logistic sigmoid
from exercise 1, show that the derivative of the error function for the logistic
regression model is given by

∇E(w) =
N∑

n=1

(yn − tn)φn.

4 points
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Exercise 3. Show that for a linearly separable data set, the maximum likeli-
hood solution for the logistic regression model is obtained by finding a vector
w whose decision boundary wTφ(x) = 0 separates the classes and then taking
the magnitude of w to infinity.

4 points


