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Univariate	Normal	DistribuCon	

For	short	we	write:	

Univariate	normal	distribuCon	
describes	single	conCnuous	
variable.	
	
Takes	2	parameters	µ	and	σ2>0	
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MulCvariate	Normal	DistribuCon	

For	short	we	write:	

MulCvariate	normal	distribuCon	describes	mulCple	conCnuous	
variables.		Takes	2	parameters		
	

•  a	vector	containing	mean	posiCon, µ	
•  a	symmetric	“posiCve	definite”	covariance	matrix	Σ	

PosiCve	definite:																			is	posiCve	for	any	real		
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Types	of	covariance	
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Symmetric	



Diagonal	Covariance	=	Independence	
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Consider	green	frame	of	reference:	

RelaConship	between	pink	and	green	frames	
of	reference:	

SubsCtuCng	in:	

Conclusion:	 Full	covariance	can	be	decomposed	
into	rotaCon	matrix	and	diagonal	

DecomposiCon	of	Covariance	
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TransformaCon	of	Variables	

If	 and	we	transform	the	variable	as		

The	result	is	also	a	normal	distribuCon:	

Can	be	used	to	generate	data	from	arbitrary	Gaussians	from	standard	one		
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Marginal	DistribuCons	

Marginal	distribuCons	of	a	
mulCvariate	normal	are	
also	normal	

If	
then	
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CondiConal	DistribuCons	

If	

then	
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CondiConal	DistribuCons	
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For	spherical	/	diagonal	case,	x1	and	x2	are	independent	so	all	of	the	
condiConal	distribuCons	are	the	same.	



Conclusion	
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•  Normal	distribuCon	is	used	ubiquitously	in	
machine	learning	

•  Important	properCes:	

•  Marginal	dist.	of	normal	is	normal	
•  CondiConal	dist.	of	normal	is	normal	
•  Product	of	normals	prop.	to	normal	
•  Normal	under	linear	change	of	variables	


