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Univariate Normal Distribution

Pr(z) = 2202 exp [<0.5(x — )2 /o

For short we write:

Pr(z) = Normy, [, 0]

Probability Density

Univariate normal distribution
describes single continuous

variable.

(0.0,1.0)
(1.5,4.41)

Takes 2 parameters u and 0%>0



Multivariate Normal Distribution

1
2m)PPE

Pr(x) = exp [—0.5(x — p)' 7 (x — )]

For short we write:

Pr(x) = Normy [, 2]

Multivariate normal distribution describes multiple continuous
variables. Takes 2 parameters

* avector containing mean position, u
 asymmetric “positive definite” covariance matrix X

Positive definite: ZTEZ is positive for any real Z



Types of covariance
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Spherical covariances Diagonal covariances




Diagonal Covariance = Independence

Spherical covariance Diagonal covariance

2spher = [0

P‘T‘(Ilfl,Zlfg) —




Decomposition of Covariance

Consider green frame of reference:
1
(2m)K/2|%, [1/2

diag

Pr(x')= exp |—05x TS

Relationship between pink and green frames

of reference:
/
x = Rx

Substituting in:

1 e
Pr(x) = CEMLE exp {—O.-)(Rx) E;ialgRX}
<! - 1“diag!
1 . ol PIT /-1
- G E I RTY. R/ exp [—O.Q)X R Z(HGQRX}

“diag

Conclusion: T/ ‘/ Full covariance can be decomposed
- ' 23f’UJ” =R ZdiagR into rotation matrix and diagonal



Transformation of Variables

Pr(x) Pr(y)
a)

If PT(X) = Normy [u, 2] and we transform the variableas Y = AX+Db

The result is also a normal distribution:
Pr(y) = Normy [Ap+b, A" SA]

Can be used to generate data from arbitrary Gaussians from standard one
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Pr(xzs)

Marginal Distributions

‘ / \ \ Marginal distributions of a

P’I“($1)

Pr(x) = Pr(xy,x2)

multivariate normal are
also normal

then
Pr(xy) = Normy, [pt{,%11]
Pr(xs) = Normy, [fo, 390]



Conditional Distributions
Pr(zy,xs)

Pr(zy|xs iy\
Pr(xnmj%\

Pr(zi|zo=—1.6)

T
If i) — P [ ] Naen | [ X
Pr(x) = P o Normy w2, o

then Pr(xi|xz) = Normy, (lh + 21,35, (X2 — po), D11 — 2?‘222_21212>

4

P‘l'(Xo’Xl) = NOI‘IIIXQ (,Ll,z + 21221_11 (Xl — /,Ll) EQQ — 21221_112{2)



Conditional Distributions

Pr(z1, z

Pr(xzi|ze = —2.0)

-5 L1

&)

For spherical / diagonal case, x; and x, are independent so all of the
conditional distributions are the same.



Conclusion

 Normal distribution is used ubiquitously in
machine learning

* Important properties:

 Marginal dist. of normal is normal

e Conditional dist. of normal is normal

e Product of normals prop. to normal
 Normal under linear change of variables



