
Likelihood	
Consider	probability	distribu4on	depending	on	parameter	θ		
Likelihood:	
	
	
The	likelihood	of	parameter	value	θ	given	an	observed	(fixed)	
outcome	x	is	equal	to	the	probability	of	x	given	the	parameter	
value	θ		
Example	
•  “Given	that	I	have	flipped	a	coin	100	4mes	and	it	is	a	fair	coin,	

what	is	the	probability	of	it	landing	heads-up	every	4me?”	
•  "Given	that	I	have	flipped	a	coin	100	4mes	and	it	has	landed	

heads-up	100	4mes,	what	is	the	likelihood	that	the	coin	is	
fair?"	

	

L(✓|x) = P (x|✓)



Maximum	Likelihood	(ML)	
Consider	probability	distribu4on	depending	on	parameter	θ		
Likelihood:	
	
	
The	likelihood	of	parameter	value	θ	given	an	observed	(fixed)	
outcome	x	is	equal	to	the	probability	of	x	given	the	parameter	
value	θ		
	
What	is	the	most	likely	value	of	the	parameter		θ,	given	the	
outcome	x?			

L(✓|x) = P (x|✓)



FiQng	normal	distribu4on:	ML	
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FiQng	a	normal	distribu4on:	ML	

PloZed	surface	of	likelihoods	
as	a	func4on	of	possible	
parameter	values	
	
ML	Solu4on	is	at	peak	
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Gaussian	Parameter	Es4ma4on	

Likelihood	func4on	



Likelihood	for	the	Gaussian	

Assume	σ	is	known.	Given	i.i.d.	data	
																											,	the	likelihood	func4on	for	
µ	is	given	by	

	
	
This	has	a	Gaussian	shape	as	a	func4on	of	µ 
(but	it	is	not	a	distribu4on	over	µ).	



Maximum	(Log)	Likelihood	



Proper4es	of										and		



Bayesian	Inference	for	the	Gaussian	(1)	

Assume	σ	is	known.	Given	i.i.d.	data	
																											,	the	likelihood	func4on	for	
µ	is	given	by	

	
	
This	has	a	Gaussian	shape	as	a	func4on	of	µ 
(but	it	is	not	a	distribu4on	over	µ).	



Bayesian	Inference	for	the	Gaussian	(2)	

Combined	with	a	Gaussian	prior	over	µ,	
	
	

this	gives	the	posterior	
	
	

Comple4ng	the	square	over	µ,	we	see	that	



Bayesian	Inference	for	the	Gaussian	(3)	

…	where	
	
	
	
Note:	
	
	



Bayesian	Inference	for	the	Gaussian	(4)	

Example:																																							for	N = 0, 1, 2 
and	10.	



Bayesian	Inference	for	the	Gaussian	(5)	

Sequen4al	Es4ma4on	
	
	
	
	
The	posterior	obtained	aaer	observing	N -1	
data	points	becomes	the	prior	when	we	
observe	the	N 

th	data	point.	


