Likelihood

Consider probability distribution depending on parameter 6
Likelihood:

L(0|x) = P(x|0)

The likelihood of parameter value 0 given an observed (fixed)

outcome x is equal to the probability of x given the parameter
value 0

Example

* “Given that | have flipped a coin 100 times and it is a fair coin,
what is the probability of it landing heads-up every time?”
* "Given that | have flipped a coin 100 times and it has landed

heads-up 100 times, what is the likelihood that the coin is
fair?"




Maximum Likelihood (ML)

Consider probability distribution depending on parameter 6
Likelihood:

L(0|x) = P(x|0)

The likelihood of parameter value 0 given an observed (fixed)
outcome x is equal to the probability of x given the parameter
value 0

What is the most likely value of the parameter 0, given the
outcome x?




Fitting normal distribution: ML
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Fitting a normal distribution: ML
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c) Likelihood
=7.18x 10
fi =0.836
52=1.035
5.0 T 5.0

Plotted surface of likelihoods
as a function of possible
parameter values

ML Solution is at peak




Gaussian Parameter Estimation

p(x) Likelihood function

N($n|ﬂ, 02)




Likelihood for the Gaussian

Assume o is known. Given i.i.d. data
x ={z1,...,2nx}, the likelihood function for
uis given by
p(x|p) = Hp T |p) = 1)N/2 eXp{% Z(:vnu)z}-

n—

p—t

This has a Gaussian shape as a function of u
(but it is not a distribution over u).




Maximum (Log) Likelihood
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Bayesian Inference for the Gaussian (1)

Assume o is known. Given i.i.d. data
x ={z1,...,2nx}, the likelihood function for
uis given by
p(x|p) = Hp T |p) = 1)N/2 eXp{% Z(:vnu)z}-

n—

p—t

This has a Gaussian shape as a function of u
(but it is not a distribution over u).




Bayesian Inference for the Gaussian (2)

Combined with a Gaussian prior over u,
p(p) = N (plpo, 05) -
this gives the posterior

p(p|x) o< p(x|p)p(pe).

Completing the square over u, we see that

p(plx) =N (ulun, o%)




Bayesian Inference for the Gaussian (3)
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Bayesian Inference for the Gaussian (4)

Example: p(ulx) =N (ulpn,o%) forN =10, 1, 2
and 10.
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Bayesian Inference for the Gaussian (5)

Sequential Estimation
p(plx) o< p(p)p(x|w)
N—1
= {pw 11 p(xnlu)} p(zn|p)
o< N (ulpn—1,0%_1) plen|p)

The posterior obtained after observing N -1
data points becomes the prior when we
observe the N data point.




