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Previous Lectures:

• Recap – Greiffenhagen Thesis / Systems Engineering Methodology

• Model-Based Recognition Overview  (Mann, 1996, Dissertation)

• What is Context ?  (Slides based on Derek Hoeim)

• Link to Systems Engineering Methodology

• Simulation for Cognitive Vision (Subbu Veerasavarappu)



212.06.2017

Today’s Lecture:

• Compositionality (Based on Slides from Borenstein et al, Stuart Geman)

• Compositional Models (P. Felzenswalb)

• Pattern Grammars Introduction  (Song-Chun Zhu, Mumford)
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Compositionality and Heirarchy

(Geman, 2006)
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Parsing Images with 

Context/Content Sensitive 

Grammars

Eran Borenstein, Stuart Geman, Ya Jin, Wei Zhang



12.06.2017

I. Structured Representation in Neural Systems

II. Vision is Hard

III. Why is Vision Hard?

IV. Hierarchies of Reusable Parts

V. Demonstration System: Reading License Plates

VI. Generalization: Face Detection
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Artificial Intelligence

• Knowledge Engineering

• Learning Theory

• Both Lack Model

engineer everything, learn nothing

engineer nothing, learn everything
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Natural Intelligence

• Strong Representation

• Hierarchy and Reusability

simulation and semantics

ventral visual pathway, linguistics, compositionality
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Machines still can’t reliably read license plates

License plate images from Logan Airport
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Machines can’t read fixed-font fixed-scale characters as well as humans

Wafer ID’s
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Machines can’t find the bad guys at the Super Bowl

Super Bowl
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Vision is content sensitive

Instantiation

same

twins

Empire style table

http://images.google.com/imgres?imgurl=http://www.plumparty.com/Merchant2/graphics/products/large/17313.jpg&imgrefurl=http://www.plumparty.com/partysupplies/17313.html&h=332&w=350&sz=22&tbnid=JIKPrTyTnIAIPM:&tbnh=110&tbnw=116&hl=en&start=2&prev=/images?q%3Djuggling%2Bballs%26svnum%3D10%26hl%3Den%26lr%3D
http://images.google.com/imgres?imgurl=http://www.plumparty.com/Merchant2/graphics/products/large/17313.jpg&imgrefurl=http://www.plumparty.com/partysupplies/17313.html&h=332&w=350&sz=22&tbnid=JIKPrTyTnIAIPM:&tbnh=110&tbnw=116&hl=en&start=2&prev=/images?q%3Djuggling%2Bballs%26svnum%3D10%26hl%3Den%26lr%3D
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Background is structured, and made of the same stuff!

“Clutter”

Human Interactive Proofs

http://cjbehm.dyndns.org/gallery/Random-Work-Pictures/My_Office?full=1
http://cjbehm.dyndns.org/gallery/Random-Work-Pictures/My_Office?full=1
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Composition Machine



e.g. discontinuities, 

gradient 

e.g. linelets, 

curvelets, T-

junctions

e.g. contours, 

intermediate objects

e.g. animals, trees, 

rocks

Hierarchical of Reusable Parts

“Bricks”



Hierarchy of Disjunctions of Conjunctions



Hierarchy of Disjunctions of Conjunctions



Hierarchy of Disjunctions of Conjunctions



Hierarchy of Disjunctions of Conjunctions



Hierarchy of Disjunctions of Conjunctions



Hierarchy of Disjunctions of Conjunctions



Hierarchy of Disjunctions of Conjunctions



Interpretations and Probabilities

Interpretation

I

selected subgraph



Interpretations and Probabilities

selected subgraph

I
Interpretation



Interpretations and Probabilities

)(IP
GRAPHICAL MODEL (Markov)

X
LIKELIHOOD RATIO (non-

Markov)



Generative (Bayesian) Model



Formulation:



Formulation: Non-Markov Part
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Test set: 385 images, mostly from Logan Airport

Courtesy of Visics Corporation
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characters, plate sides 

generic letter, generic number, L-junctions 

of sides

license plates

Architecture

parts of characters, parts of plate sides

plate boundaries, strings (2 letters, 3 digits, 

3 letters, 4 digits)

license numbers (3 digits + 3 letters, 

4 digits + 2 letters)



Original Image Top object

Top 10 objects Top 25 objects

Image interpretation



Test image Top objects

Image interpretation



• 385 images

• Six plates read with mistakes (>98%)

• Approx. 99.5% characters read correctly

• Zero false positives

Performance



Original image Zoomed license region

Top object under Markov 

distribution

Top object under content-sensitive 

distribution

Efficient discrimination: Markov versus Content-Sensitive dist. 



9 active “8” bricks under whole model 1 active “8” brick under parts model

Test image

Efficient discrimination: testing objects against their parts 



Vision is Content Sensitive

Summary 

Background is Structured, and Made of the Same Stuff

Non-Markovian probability models

Objects come equipped with their own background models
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Plates         Face Detection

Rigid         Deformable

“Black/White” Data Model         Intensity Model

Hand-Crafted Probabilities         Learned Probabilities



Face Hierarchy





Sampling from Data Model 

0.6 1



Sampling faces from the distribution 



4612.06.2017

PATTERN SYNTHESIS

=    PATTERN RECOGNITION

Ulf Grenander
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Compositional Models:

Pedro Felsenzwalb
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Structure Variation
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Object Detection Grammars



5012.06.2017
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Person Detection Grammar
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Pattern Grammars as 

And-Or trees (Zhu, Mumford)

• Universal And-Or Tree can have an infinite size (as in the 

example)

• Rules are explicitly named (r1 , r2 , …)

• Each or-node A have one child for each rule having A at 

its left side

• A parsing tree is a sub-graph of a universal and-or tree
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Grammar - And-Or trees
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Visual vs Text Grammars
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Contextual Information
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Stochastic Model
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Visual Vocabulary
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Clock Example
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Learning and Estimation

with And-OR graphs
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Image Parsing??
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Backup


